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We compared the effects of visual and haptic modalities on the adaptation capabilities of healthy
subjects to the virtual environment. The visual cueing (only the reference motion is presented) and
visual feedback (the reference motion as well as the current tracking deviation are presented) were
provided by a real-time visualization of a virtual teacher and a virtual self - avatar, using optical
measurements. The subjects had to track the virtual teacher during stepping-in-place movements. The
haptic feedback was provided by the actuated gait orthosis Lokomat programmed with the same
stepping movements employing an impedance control algorithm. Both setups included auditory cueing.
The stepping task was performed by engaging different modalities separately as well as combined. The
results showed that (1) visual feedback alone yielded better tracking of the virtual teacher than visual
cueing alone, (2) haptic feedback alone yielded better tracking than any visual modality alone, (3) haptic
feedback and visual feedback combined yielded better tracking than haptic feedback alone, and (4)
haptic feedback combined with visual cueing did not improve tracking performance compared to haptic
feedback alone. In general, we observed a better task performance with the haptic modality compared to
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visual modality.
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1. Introduction

The number of studies and experimental applications exploit-
ing virtual reality (VR) in the rehabilitation environment has been
increasing rapidly over the last few years.

The literature has advanced from describing the potential
benefits of VR to presenting actual working systems and clinical
results with patients [1,26]. VR is a powerful tool in a rehabilitation
environment, providing the patients with repetitive practice,
feedback information, and motivation to endure practice. In a
virtual environment, the feedback about performance can be
augmented (e.g., the difference between desired and actual motion
can be visualized in a simple, easily understandable fashion).
Reprogrammable virtual tasks, virtual objects, and scenarios can
enrich the training and motivate the patients to perform intensive
therapies for longer durations and more often. Humans can learn
motor skills in a virtual environment and can then transfer that
motor learning to a real world environment [4-6]. Motor learning
in a virtual environment has been suggested to be superior to
motor learning alone in sensorimotor tasks such as table tennis
and stepping over obstacles [7-9].
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In the human body, performance criteria are obtained by
proprioceptive and exteroceptive feedback of movements, contact
forces, visual and auditory stimuli, etc. In patients with injuries of
the central or peripheral nervous system the perception is often
disturbed or missing due to lack of appropriate afferent input from
the receptors. In such cases artificial sensors can be used for
recording the performance quantities and feeding them back to the
user. Non-affected perceptible modality can be chosen to
substitute the affected sensory function and allow the patient to
regain the unperceivable information. To make the artificial
feedback signals perceptible and allow the patient to react to
the signal, technical display devices are required, such as graphic
(screens), auditory (loudspeakers), or haptic (robotic devices)
displays. The goal is for the patients to feel present in a virtual
environment. They are presented continuously with the informa-
tion about their own motor performance during the training, in a
simple and intuitive way.

A number of studies deal with sensorimotor control,
visuomotor adaptation, and assessing the role of vision and
proprioception when learning a specific task. Lateiner and
Sainburg conclude in their study [2] that visual information
has a dominant role in movement control when visual and
proprioceptive inputs from VR are dissociated. Jones et al. [3]
suggest that the CNS reduces the sensory signals from muscle
spindles to resolve the conflict between visual and propriocep-
tive feedback. This effectively reduces the role of proprioception
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when such conflict exists. Furthermore, Scheidt et al. [30]
suggest that visual and proprioceptive feedback are combined in
fundamentally different ways during trajectory control, and
therefore cannot be compared by simply assigning a fixed
significance to each source of sensory information. Similarly,
Smeets et al. report in their investigation [31] a stable subject-
specific misalignment between vision and proprioception. They
suggest a model of optimally combining both uncalibrated (i.e.,
inconsistent) sources of information. According to van Beers
et al. [32], the visual and proprioceptive information in finding
out the hand position with respect to the body are integrated
with direction-dependent weights. These correspond to direc-
tion-dependent precision of the information, implying that
vision and proprioception differ in precision of hand pose
estimation in lateral and anterior directions. CNS uses the
knowledge about direction-dependent precision to minimize
position errors by adaptively assigning stronger significance to
the more precise information and suppressing the less precise
information.

VR allows us to present on a display a virtual teacher, who
performs the task repeatedly. The teacher’s movements enable the
enhancement of learning by imitation. In our previous study [15]
the subjects tracked a semi-transparent virtual teacher by
observing and imitating its movements superimposed to their
real-time movements visualized in VR (Fig. 1, middle). Virtual
teacher’s reference movements were presented as a stepping-in-
place (SIP) task. SIP test has been applied in various clinical and
rehabilitative applications [10-12]. A preliminary investigation
[15] showed that healthy subjects can adapt to the virtual teacher
very quickly.

In the present study we have combined the virtual teacher and a
haptic modality. Haptic feedback was realised by a Lokomat
system (Hocoma, AG; Fig. 1, right). Haptic information provided by
the Lokomat includes force feedback and tactile feedback from the
thigh and calf cuffs where the user is in contact with the orthosis.
Subjects using the device are thus provided with a haptic
experience combining proprioceptive (joint angles) and extero-
ceptive (tactile sensing, contact forces) feedback about their
movements. Studies examining gait training with haptic feedback
have showed significant improvements in overground walking
speed, muscle strength and endurance in stroke and SCI patients
[13,14].

The aim of the present study was to assess and compare the role
of haptic and visual modalities in the adaptation of subjects to a
virtual environment by employing both modalities in the same
virtual scenario. It was our hypothesis that the combination of
modalities leads to better adaptation than each feedback modality
alone. To achieve this, SIP was performed in a group of healthy
adults with visual-only, haptic-only and combined visual-haptic
feedback. We assessed the spatial and temporal relationships
between the virtual teacher’s angles and the angles recorded from
the subjects in all feedback modes.

2. Methods

2.1. Virtual mirror with visual feedback

Visualization of the subject’s movements in the virtual environment was based
on a simplified kinematic model of the human body. In order to calculate the joint
angles, 11 active infrared markers were placed on the skin over anatomical
landmarks of the human body [15]. The positions of the markers were acquired by
the OptoTrak (Northern Digital, Inc.) system at a 70 Hz sample rate. Kinematic data
calculated from OptoTrak measurements were used to animate the motion of the
human figure in VR at a 35 Hz refresh rate in real time on a large screen - virtual
mirror. No lag (latency) between motions of the subject and virtual figure was
detected. During the SIP training the subject would see an additional semi-
transparent figure in the virtual mirror, which represented the virtual teacher. The
two figures were superimposed. The motion of the virtual teacher was pre-
programmed with stepping movements. These presented a reference pattern that
the subject was instructed to track. Ideally, both figures would be perfectly aligned
at all times, indicating that the subject was performing the SIP simultaneously with
the virtual teacher. The left and right shanks of the virtual figures were of different
colors, providing a clearer visual reference for each extremity. A projection screen
was placed 1.7 m away in front of the subject.

2.2. Virtual mirror with visual and haptic feedback

In the second setup haptic feedback was included by placing the subjects in the
Lokomat system programmed with SIP pattern. An impedance-based control was
employed instead of default control strategy. The orthosis actively guided subject’s
leg movements in the sagittal plane within highly repeatable predefined hip and
knee joint trajectories. Lokomat’s potentiometers provided real-time information of
the subject’s hip and knee angles. The measured joint angles were used to animate
the subject’s human figure in the virtual mirror, whereas the pre-programmed
reference SIP pattern was used to animate the virtual teacher. In the haptic setting,
the distance between the subject and projection screen was 1.3 m.

The default control strategy of the Lokomat system is position-based, making the
orthosis feel stiff for the subjects (i.e., only negligible deviations from the reference
trajectories are possible regardless of the amplitude of the applied opposing joint
torques). A position controller would not allow any difference to be seen between
the subject’s figure and the virtual teacher in the virtual mirror, irrespective of the
subject’s efforts. This would diminish or cancel out the visual feedback loop

Fig. 1. The virtual mirror (middle) in visual modality (left) and combined visual-haptic modality (right).
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Fig. 2. Temporal and spatial parameters of the stepping-in-place task. Initial
cadence is 90 steps/min, changed in first perturbation smoothly to 60 steps/min,
then back to 90 steps/min, then increased to 120 steps/min, and back to 90 steps/
min. Reference maximal hip angle in each step varies between 45° and 90° as
shown.

completely. Instead, we employed an impedance-based control strategy [17,18]. An
impedance controller allows variable deviations from a given leg trajectory rather
than imposing a rigid pattern, making the orthosis feel compliant. The moment
acting on the subject’s leg is proportional to the angular deviation from the pre-
programmed reference value. The stiffness of the orthosis is subject to the setting of
the mechanical impedance value. Zero impedance, ideally, makes the Lokomat feel
transparent (i.e.,, no haptic feedback can be experienced), whereas maximal
impedance results in maximal stiffness — equal to the position controller. In reality,
the Lokomat impedance controller does not compensate for inertia, which can
cause the inertia of the orthosis’ segments to be more noticeable in low impedance
setting. The compromise had to be made between making the Lokomat compliant
enough for the subjects (i.e., the subjects must exert voluntary effort to track the
reference pattern), without being encumbered by the inertia of the heavy orthosis
segments. We strived for the lowest reasonable impedance value in order to prevent
the haptic feedback from being overly strong. It was defined experimentally by
starting with 100% impedance value and decreasing the impedance parameter by
10% decrements to the point where subjects reported they began feeling the inertia
of the Lokomat segments. The procedure was mirrored by starting with minimal
impedance and increasing it by 10% increments. The impedance was then set to the
lowest value at which the subjects did not report feeling the device’s segment
inertia. This was at 30% of the maximal Lokomat impedance.

2.3. SIP task

The subjects’ ability to track the SIP movements of the virtual teacher was
assessed by performing a task consisting of varying hip angles and cadences. The
movements of the virtual teacher were obtained by capturing the steps of a healthy
male subject (aged 25 years) well familiarized with the virtual mirror. Based on his
average step a smooth, continuous pattern was synthesized, involving spatial (hip
angle amplitude in each step) and temporal (cadence) perturbations (seen as
changes in hip angle and cadence in Fig. 2). Spatial and temporal parameters of the
task were based on performance expectations of healthy subjects, and are shown in
Fig. 2. These parameters were based on results from our previous study [15] on
assessing adaptation, where we observed that adaptation was affected more
strongly by changing the cadence than the hip angles. The same reference pattern
was used to animate the virtual teacher in both settings and Lokomat as well to
provide the haptic feedback. The amplitudes of the angles were halved and
smoothened in order to conform to the reachable range and limited degrees of
freedom of the Lokomat. Cadence profile remained identical throughout the
duration of the task in all modes.

The task was performed in two with visual-only modality, in two modes with
haptic-visual modality, and in one mode with haptic-only modality. The modes
with visual modality within both settings differed in presenting either both virtual
figures superimposed (virtual teacher and the subject enabling visual feedback), or
presenting only the virtual teacher (providing merely a visual cue). Features of all

Table 1

Combinations of the visual and haptic features engaged in the 5 modes of the
stepping-in-place tracking task. Mode 1: visual-only feedback mode, mode 2:
visual-only cue mode, mode 3: haptic-visual feedback mode, mode 4: haptic-visual
cue mode; mode 5: haptic-only mode.

Mode Visual cue Visual feedback Haptic feedback
1 v I -

2 I = _

3 v I 7

4 v - v

5 - - v

five modes are concisely summarized in Table 1. The order of performance of all
modes was randomized for all subjects in both settings. Subjects completed a trial
of the task before the actual measurements took place. Each subject performed a
single run of each mode of the task. Participants were instructed to track the hip
angles - height of knee lifting of the virtual teacher throughout the duration of the
task. The comparison of adaptation in both settings was based on the observation
that the tracking errors between constant low and high angles (refer to Fig. 2) did
not differ significantly, neither within visual-only, nor within visual-haptic modes
of the task.

The viewing angle of the virtual camera was set to a 3D view as seen in Fig. 1 in
the middle, based on the optimal visibility of the lower extremities movements. It
was the same for all subjects in both settings. An auditory cue was provided in all
modes as a whistle sound indicating the exact heel-off moment in each step. The
duration of the audio signal was 200 ms with pitches differing slightly for the left
and right legs. Subjects were informed about auditory cues before performing the
task.

2.4. Assessment of adaptation

We used a genuine real-time computing environment XPC Target (www.
mathworks.com) to facilitate the experimental setup. Software-independent real-
time functionality ensured only negligible delays between real world and
visualization. The subject’s and virtual teacher’s figures were synchronized in
the loop, ensuring that there was no on-screen delay. The adaptation of the subjects
to the virtual environment was assessed by comparing their hip angles to the virtual
teacher’s. We used a method developed by Giese and Poggio [19], based on linear
superposition of prototypical motion sequences. The procedure yields the optimal
spatial and temporal mapping of the two patterns. The authors promote their
method as being especially well-suited for analysis of biological motion patterns. A
detailed description of the method is given in [19]. The importance of such spatial-
temporal distinction is best demonstrated by an example where the subject’s
tracking is perfect in terms of amplitudes but slightly delayed. The proposed
method in this case correctly identifies the zero spatial error component and a slight
temporal delay (on the other hand the RMSE method yields an overly significant
tracking error, providing no further information on tracking performance). The
differences were addressed for all five modes of the task by first applying the
described method for assessing spatial and temporal deviations and then
performing the analysis of variance (ANOVA) to compare spatial and temporal
tracking errors among all five modes.

2.5. Subjects

A test group for the visual-only modes consisted of 11 healthy subjects (23-30
years; age: 26.3 + 2.3 years, height: 180 + 6.8 cm, mass: 72.8 + 11.0 kg). A test group
for the visual-haptic and haptic-only modes consisted of 12 healthy subjects (23-32
years; age =27.1 +2.4 years, height: 178 + 7.6 cm, mass 69.8 + 12.4 kg). Subject
recorded as virtual teacher: age: 25 years, height: 181 cm, mass: 74 kg. None of the
subjects participated in both settings since the experiments were geographically and
chronologically separated due to equipment availability. None of the subjects had a
medical history of significant lower limb impairments. All subjects gave informed
consent to participate in the study. Ethical consent was given by the local ethical
committees.

3. Results

Results include spatial and temporal adaptation of the subjects
to the virtual teacher by analyzing the hip angles in all five modes
of the SIP task. Fig. 3 roughly indicates the differences between the
visual-only feedback (mode 1, Fig. 3(a)) and the visual-haptic
feedback (mode 3 Fig. 3(b)). Noticeably greater deviations from the
reference can be observed in the visual-only feedback (mode 1),
especially at the onsets of perturbations.

Spatial adaptation in the two visual-only modes (Fig. 4(a),
modes 1 and 2) differed significantly (p < 0.001), showing that
visual feedback yielded better adaptation (smaller error and
variance) than visual cue. Temporal adaptation was also signifi-
cantly better (p < 0.001) in the visual feedback mode (mode 1)
than in the visual cue mode (mode 2) (Fig. 4(b), modes 1 and 2).
Within the three haptic modes, the addition of the visual feedback
improved both spatial (Fig. 4(c)) and temporal (Fig. 4(d)) adapta-
tion (p < 0.001 for both observations); however, no significant
differences were observed between the haptic-only mode (mode 5)
and haptic-visual cue mode (mode 4). While including the visual
feedback reduced both the median error and the error variance in
spatial adaptation, it reduced only the error variance in temporal
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Fig. 3. Tracking in the visual-only feedback mode (a) and the visual-haptic feedback mode (b): the reference hip angle (dotted lines), mean value recorded among the subjects

(solid lines), and standard deviation (grey bands).

adaptation. The median temporal error was fairly low in all haptic
feedback modes. Comparing the three haptic modes to two visual-
only modes showed that all haptic modes yielded significantly
better spatial and temporal adaptation than any of the visual-only
modes (p < 0.001 in all observations, except in the comparison of
temporal adaptation of the haptic-only feedback mode (mode 5)
and visual-only feedback mode (mode 1), where p = 0.005).

4. Discussion

The virtual mirror proved to be an intuitive, easy-to-learn
virtual environment which enabled the comparison of visual and
haptic modalities in lower extremities training. The virtual
environment was sparse, consisting only of two virtual figures
on a virtual floor without any textures. According to Zimmons and
Panter [20], making the environment more elaborate (i.e., more
details, finer rendering, textures, etc.) would not affect the
experience of presence significantly. We focused rather on the
real-time responsiveness, repeatability, and strong correlation of
the actions in the real and virtual environments. The feature of
learning by imitation ensured that the subjects could cope with the
stepping task instantly. We observed no general improvement
trend during the performances of the task in different modality
combinations. The subjects who completed certain mode of the
task last did not perform better than the subjects who completed
the same mode first. Furthermore, no general diminishment of
tracking error could be observed throughout the duration of each
task mode (see Fig. 3). SIP was chosen instead of treadmill walking
for this basic study since it does not impose a programmed walking
speed. In this way there was no need for the subjects to adapt their
movements to a moving treadmill. This allowed us to record their
unbiased activity [21] based solely on the subjects’ responses to
the virtual environment.

One of the differences between both settings was that in
Lokomat the subject’s pelvis was secured firmly in the device to
eliminate slipping; however, this prevented the subjects to move
in anterior and lateral directions. The only freedom of pelvis

movement was up and down which affected subject’s self-
balancing during SIP. Therefore, the subjects were allowed and
advised to hold the handrails of the Lokomat. In the visual-only
setting there were no such aids since the subjects’ freedom of
movement was not impeded. These different constraints compro-
mised the equivalence of conditions. On the other side, motion in
sagittal plane was not impeded in either Lokomat or visual-only
setting, making possible the comparison of hip angles between
both settings.

The auditory cueing was included in all modes of the study a
priori. Evidence from previous studies suggest that external auditory
timing signals improve temporal stride symmetry and gait
variability in healthy subjects and stroke patients [22,23]. Continu-
ous auditory feedback improves the performance in obstacle
avoidance task [28]. This implies that at least some amount of
adaptation in our study was due to the auditory cues; however, it
was the goal of this study to establish a quantitative comparison of
visual and haptic modalities, rather than establishing the absolute
measures and benchmarks of task-specific adaptation. Furthermore,
the mechanical structure and motors of the Lokomat inevitably
produce noise during active operation. Instead of muffling or
suppressing this noise by headphones which is known to affect
postural stability [24,25] we added a substantially more powerful
auditory cue to the environment. A short, sharp whistle sound
indicated the exact heel-off timing. By including the auditory cueing
in all modes the validity of comparison in equivalent conditions was
ensured.

In the visual-only setting we showed that the visual feedback
(seeing the reference angle as well as the tracking deviation)
improved spatial and temporal adaptation to the virtual environ-
ment considerably compared to visual cue (seeing only the
reference). In general, this finding encourages the extended effort
to obtain and adequately present the real-time measurements
needed to create the feedback loop in non-haptic settings. The
results of both settings suggest that haptic feedback yields better
adaptation than any visual modality alone. Adding a visual
feedback to haptic training can further improve the adaptation
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which confirmed our initial hypothesis. Real-time measurements
needed to create a feedback loop are always needed for active
haptics, and are, thus, conveniently available for use in such virtual
environment.

Overwhelming majority of literature on the role of vision,
proprioception, tactile and force feedback focuses on upper
extremities. Ernst and Banks suggest in their study [29] on
integrating visual and haptic information that a general maxi-
mume-likelihood estimation principle determines the degree to
which vision or haptics dominates. The authors conclude that
the nervous system combines the visual and haptic information in
a statistically optimal fashion based on the variance estimation.
The modality associated with lower estimation variance is
supposed to prevail. According to their findings better tracking

in the haptic-visual setting in our investigation might suggest that
haptic feedback provides better subjective estimation of the
reference movements than visual modality. Both modalities
complementing each other provide best estimation (i.e., the
lowest estimation variance). Feygin et al. on the other hand came
to an ambivalent conclusion in their study [33] reporting that
visual training was better in spatial aspects of the task, whereas
temporal aspects were more efficiently learned from haptic
training. Furthermore, Gunn et al. report significant improvement
in both accuracy and speed by introducing haptic guidance in a
graphical virtual environment [34]. Strong bias toward haptic
feedback in our investigation might reflect fundamental differ-
ences between the roles of upper and lower extremities in the
activities of daily living. Continuous visual observation of manual
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activities is essential for accomplishing most manual tasks.
Walking, standing, and balancing rely heavily on proprioceptive
and force information, employing vision rather to scan the surface
for features and obstacles in advance without actually observing
leg movements. It cannot be concluded from our results whether
haptic feedback is dominant in lower extremities tasks since visual
information was veridical in all modes. Further investigation
employing dissociative visual information should be conducted to
determine the role of various sensory inputs and to establish
whether sensory integration in lower extremities differs from
findings in upper extremities. We showed however, that combin-
ing haptics and vision can improve performance of lower
extremities training. This should encourage further studies and
attempts in developing enriched and improved rehabilitation
applications for lower extremities.

Both haptic and visual experimental setups in this study
involved relatively expensive equipment. Haptic interfaces are
inherently elaborate and complicated devices. As such they are
priced accordingly high which makes them suitable only for
in-patient therapy. Their benefits in rehabilitation have been
well established [13,14] whereas our findings suggest that
therapy outcome could be further improved by including
visual feedback in training. On the other hand, visual feedback
alone for a specific task can be achieved more affordably by
using simple measuring devices such as potentiometers and
angular accelerometers. The current development of computer
vision techniques in this field is also promising [27]. This
implies that visual-only virtual environments have perhaps
more potential in bringing the rehabilitation process closer to
the patients - literally to their homes. Such applications could
be introduced viably in a newly developing field of telereh-
abilitation [16].

When discussing the role of VR in rehabilitation it is
important to keep in mind that VR is not a treatment in itself
- and, thus, cannot be regarded as either an effective or
ineffective means of motor rehabilitation. Rather, VR is a
technological tool that can be exploited to enhance motor
retraining. Holden concludes in [1] that future work on virtual
environments should focus on identifying which types of
patients will benefit most from VR treatment, what types of
training routines will work best, and which system features are
critical. In this aspect, our study offers a part of the answer to
the last question by providing an insight in what to expect from
employing different combinations of modalities in VR-enhanced
lower extremities training.

5. Conclusion

This investigation assessed the influences and differences of
visual and haptic modalities in virtual environment-based
stepping task for lower extremities. The tracking task performance
was found to be superior in the haptic modality than in the visual
modality, and even better when combining both modalities.
According to the results, we suggest that haptic feedback should be
included wherever possible, whereas VR can be potentially
beneficial for in-patient rehabilitation process following a stroke
or other injury by upgrading the existing and new haptic interfaces
with visual feedback. The future of visual-only environments
might be in out-patient therapy employing more economically
feasible measuring techniques and telerehabilitation services to
bring the rehabilitation process to the patient’s home.
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