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Abstract The paper considers a technique for computation of the inverse kinematic
model of the human arm. The approach is based on measurements of the hand
position and orientation as well as acceleration and angular rate of the upper arm
segment. A quaternion description of orientation is used to avoid singularities in
representations with Euler angles. A Kalman filter is designed to integrate sensory
data from three different types of sensors. The algorithm enables estimation of
human arm posture, which can be used in trajectory planning for rehabilitation
robots, evaluation of motion of patients with movement disorders, and generation
of virtual reality environments.
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sensor integration

1 Introduction

Upper-limb orthotic systems have been designed for restoring the upper limb func-
tions in individuals with disabilities resulting from spinal cord injury (SCI), stroke
and muscle dystrophy. These systems are based either on functional electrical stim-
ulation (FES) or rehabilitation robots and haptic interfaces [1].

In rehabilitation the kinematic analysis of limb movements, which can be used to
assess disability of patients with movement disorders, becomes an important issue. In
this regard becomes relevant to measure not only the endpoint position of the arm,
but also the respective joint angles. Moreover, when applying electrical stimulation to
the upper-limb it is important to be aware of the arm configuration to properly select
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the required stimulation pattern. Therefore, it is necessary to calculate the inverse
kinematics of the limb.

The human arm can be modeled as a seven-degree-of-freedom mechanism
(Figure 1) consisting of the shoulder ball-and-socket joint, the elbow revolute joint,
and the wrist ball-and-socket joint (for a more detailed kinematic model of the
human arm see Lenarčič and Klopčar [2]). The shoulder and elbow joints are
connected through the upper arm segment with the length lu, and the elbow and the
wrist joints through the forearm segment with the length l f . The inverse kinematics
problem of the human arm can be stated as follows: given the position and the
orientation of the hand, find the seven joint angles. Since the given position and
the orientation of the hand specify six, rather than seven, independent quantities,
the arm is a redundant system, and there are an infinite number of solutions for the
joint angles.

Several inverse kinematics algorithms have been proposed specifically for the
human arm. Korein [3] observed that the first two shoulder joints along with their
joint limits restrict the tip of the elbow to lie on a spherical polygon. By intersecting
the elbow swivel circle with the polygon it is possible to determine the legal elbow
configurations as a function of the joint limits of the first two joints. Tolani and
Badler [4] proposed a strategy to reduce the degrees-of-freedom of the arm by
one, so that it is possible to obtain the closed-form equations that solve the inverse
kinematics. The reduction of the degrees-of-freedom is done by fixing one joint angle
at its previous value. An inverse kinematics approach developed by Koga et al.
[5] focuses on generating natural looking arm postures. They use the sensorimotor
transformation model proposed by Soechting and Flander [6] to guess a posture for
the arm that matches physiological observations of humans. Because the solutions
are not exact, the wrist position of the guessed posture may not be what is desired.
Therefore, a pseudoinverse Jacobian iteration procedure has to be carried out to
tune the joint angles till the correct wrist position is obtained. Loftin et al. [7]
proposed an algorithm which incorporates the physiological observation that arm
and hand postures are, for the most part, independent of each other into the inverse

Figure 1 Simplified kinematic
model of the human arm with
7 degrees of freedom; lu and
l f are the upper arm and the
forearm lengths respectively;
s, e, and w indicate shoulder,
wrist and elbow positions
respectively; H is the hand
pose matrix.
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kinematics problem to produce natural looking arm postures without invoking
the pseudoinverse Jacobian iterations [7]. This means that it is possible to find the
forearm and upper arm posture to match the wrist position and then determine the
joint angles for the wrist to match the hand orientation. The arm posture is as in [5]
determined by a simple sensorimotor transformation model.

The proposed algorithms give rather inaccurate estimates of the arm posture,
which are good enough for graphical presentation and not suitable for use in control
systems. In order to be able to adequately measure arm angles a position measure-
ment system is required in addition to the mechanism of the rehabilitation robot or
haptic device. These can either be complex optical or magnetic measurement systems
or a more simple system consisting of flexible goniometers, which are less reliable and
more cumbersome. On the other hand, with the use of a rehabilitation robot or haptic
device, the position and orientation of the fixation of the mechanism to the human
arm is already known from the kinematic model of the device. Therefore, it becomes
reasonable to use these existent data with minimal additional measurements to cope
with redundant degrees of freedom of the upper extremity.

Owing to the availability of low cost accelerometers and angular rate sensors it
becomes reasonable to construct an inertial measurement system to enable compu-
tation of human arm posture. This paper considers development of an algorithm that
uses the hand pose data and the inertial sensor output as inputs for the estimation
process. Human body tracking using inertial sensors requires an attitude estimation
filter capable of tracking in all orientations.

Finite rotations in space are described by 3 × 3 rotational transformation matrices,
and these matrices can be specified by a set of three to nine parameters. Commonly
used parameter triples for finite rotations include Euler angles, Cardan angles, and
Rodrigues parameters. Four parameters are Euler axis and angle, Euler parameters
(or quaternion formulation), and Cayley–Klein parameters. A parametrization that
complements Euler angles and Euler parameters was proposed by Tsiotras and
Longuski [8]. Directly using direction cosines for describing rotations requires a total
of nine parameters with six constraints. For comparison of rotation parameters we
refer the interested reader to survey papers by Spring [9] and Shuster [10]. Among
all the representations for finite rotations only those of four parameters behave well
for arbitrary rotations because a nonsingular mapping between parameters and their
corresponding rotational transformation requires a set of four parameters at least
[11]. The advantages and disadvantages of these alternative descriptions for the rota-
tional kinematics vary with the particular application. The quaternion description
was chosen here because of its frequent use in analysis of inertial measurement
systems [12–14] as well as in the control of robot manipulators [15]. Using the
quaternion formulation a mechanical system that involves rotation between various
coordinate systems does not degenerate for any angular orientation and physical
quantities pertaining to the motion of rotation such as angular displacement, velocity,
acceleration, and momentum are derived in a simple manner [11]. A drawback of
using the quaternion formulation together with statistical analysis of rotational data
is analyzed in [16]. The solution is proposed in terms of optimal statistical operators
for 3-dimensional rotational data.

Data generated by the robot position sensors, accelerometers and gyroscopes are
integrated using an extended Kalman filter to obtain reliable arm posture estimates.
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2 Methods

2.1 Direct Kinematic Model of the Human Arm

The kinematic chain of our interest contains seven joint variables, therefore it has
one redundant degree of freedom. A simple physical interpretation of the redundant
degree of freedom is based on the observation that if the wrist is held fixed, the elbow
is still free to swivel about a circular arc whose normal vector is parallel to the straight
line connecting the shoulder and the wrist [17].

In Figure 1, abbreviations s, e and w define positions of shoulder, elbow, and
wrist joints relative to the base coordinate frame. Based on relations in Figure 1,
the following arm transformation matrices can be defined

Ts = rot(zs, ϑ1)rot(xs, ϑ2)rot(zs, ϑ3)tr(zs,−lu) (1)

Te = rot
(

ze,
π

2

)
rot(xe, ϑ4)rot

(
ze, −π

2

)
tr(xe, l f ) (2)

Tw = rot(zw, ϑ5)rot(xw, ϑ6)rot(zw, ϑ7), (3)

where rot() indicates rotation and tr() translation. Ts, Te, and Tw are the shoulder,
elbow, and wrist transformation matrices, respectively. Orientation is defined in
terms of zxz Euler angles.

2.2 Measured Data

Figure 2 shows measurements available for the estimation process. The hand pose
is constrained through the fixation of the hand to the robotic device – the hand is
tightly coupled to the robot end-effector, forcing it to move jointly with the robot.
The position and orientation of the hand, H (measured at the wrist position w), is
computed from the robot direct kinematic model. Namely, robot joint angles are

Figure 2 Available
measurements: hand pose H
with wrist position w, upper
arm angular rate
� = [ωx ωy ωz]T ,
accelerations â̈ = [¨̂ax

¨̂ay
¨̂az]T

at point â and (optional
measurement)
¨̌a = [¨̌ax

¨̌ay
¨̌az]T at point ǎ on

the upper arm.
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always measured and if the robot reference coordinate frame is assumed as the
general task reference frame, the hand pose matrix H is directly available. If the task
reference frame differs from the robot reference coordinate frame, the appropriate
transformation matrix between the two frames needs to be applied. In addition to
the hand pose matrix acceleration and angular rate of the upper arm are measured
using a triad of accelerometers and a triad of gyroscopes. Placement of angular rate
sensors is relatively simple, since their output is independent of their position. On the
other hand, accelerometer output signal strongly depends on its position. Therefore,
a careful analysis is required.

If the position of the shoulder joint is fixed and we assume the attachment point
of the accelerometer close to the straight line connecting shoulder and elbow joints,
is the measured acceleration at a point â = [

âx ây âz
]T (see Figure 2)

¨̂a=

⎡
⎢⎢⎣

gs2s3+Lâ
(( 1

2 ϑ̇2
1 s22−ϑ̈2

)
s3+(2ϑ̇1ϑ̇2c2+ϑ̈1s2)c3

)

gs2c3+Lâ
(( 1

2 ϑ̇2
1 s22−ϑ̈2

)
c3−(2ϑ̇1ϑ̇2c2+ϑ̈1s2)s3

)

gc2−Lâ
(
ϑ̇2

1 s2
2+ϑ̇2

2

)

⎤
⎥⎥⎦ (4)

where Lâ = (‖e − â‖ − lu), c2 = cos ϑ2, c3 = cos ϑ3, s2 = sin ϑ2, s3 = sin ϑ3 and s22 =
sin(2ϑ2). Equation 4 shows that the acceleration at point â consists of the gravity com-
ponent that is independent of the accelerometer position and a dynamic component
that depends on the distance between the elbow joint position and the accelerometer
attachment point. In a point where ‖e − â‖ equals lu the dynamic component
vanishes. However, in this case it is required that the accelerometer be positioned
exactly over the shoulder joint, what is relatively impracticable. When considering
only slow movements the dynamic component of the measured acceleration ¨̂a can
be neglected. On the other hand, when also fast movements have to be considered,
an additional accelerometer can be used for measuring the acceleration of the upper
arm in a second point at the location ǎ = [

ǎx ǎy ǎz
]T [18, 19]. The acceleration ¨̌a can

be computed from Eq. 4 with Lǎ = (‖e − ǎ‖ − lu).
With a simple algebraic manipulation, it is possible to eliminate acceleration

dynamic components to obtain

g =
⎡
⎣

gx

gy

gz

⎤
⎦= Lâ

¨̌a − Lǎ
¨̂a

Lâ − Lǎ
= g

⎡
⎣

sin ϑ2 sin ϑ3

sin ϑ2 cos ϑ3

cos ϑ2

⎤
⎦. (5)

2.3 Quaternion Algebra

A quaternion may be used to rotate a 3-dimensional vector u using quaternion
multiplications

urot = Q∗ ⊗ u ⊗ Q, (6)

where the quaternion Q = [
q0 q1 q2 q3

]
is defined as

Q = cos
θ

2
+ r sin

θ

2
, (7)
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with θ being the angle that the vector u is to be rotated and r being a unit vector
that defines the axis of rotation. Q∗ is the quaternion conjugate. Equation 6 can be
rewritten in terms of rotation matrix as

urot = M(Q)u, (8)

where

M(Q) = 1
‖Q‖

⎡
⎣

1 − 2
(
q2

2 + q2
3

)
2(q1q2 + q3q0) 2(q1q3 − q2q0)

2(q1q2 − q3q0) 1 − 2
(
q2

1 + q2
3

)
2(q2q3 + q0q1)

2(q1q3 + q2q0) 2(q2q3 − q1q0) 1 − 2
(
q2

1 + q2
2

)

⎤
⎦ . (9)

The equivalent of a product with a transposed rotation matrix, u = M(Q)Turot, can
be written in terms of quaternion multiplications as u = Q ⊗ urot ⊗ Q∗.

If the rotation angle θ is small, the so called error quaternion may be used for the
purpose of rotation, and it is obtained by dividing the unit quaternion Q in Eq. 7 by
its scalar part [13, 20]:

Qv = cos θ
2 + r sin θ

2

cos θ
2

= 1 + r tan
θ

2

= [
1 v1 v2 v3

] = [
1 vT

]
. (10)

The orientation of a body relative to a fixed frame is usually described in terms of
Euler angles. Next we define an operator that relates the Euler angles notation to a
unit quaternion description of orientation as

T (�) = Q = [
q0 q1 q2 q3

]
, (11)

where � = [
λ1 λ2 λ3

]T is a vector of Euler angles, q0 = cos λ2
2 cos λ1+λ3

2 , q1 =
sin λ2

2 cos λ1−λ3
2 , q2 = sin λ2

2 sin λ1−λ3
2 and q3 = cos λ2

2 sin λ1+λ3
2 are quaternion elements.

2.4 Quaternion Based Arm Kinematics

The analysis is based on relations in Figure 3. We start with the supposition that
the elbow joint angle ϑ4 represents the only joint variable that affects the distance
between the shoulder and the wrist ‖w − s‖. Without losing generality we assume
the shoulder position as s = [

0 0 0
]T and consequently ‖w − s‖ = ‖w‖. We consider

the normal vector of the plane containing the shoulder, elbow and wrist joints, nsew,
parallel to the elbow axis of rotation. Therefore angle ϑ4 can be estimated trivially
using the law of cosines as

ϑ4 = arcsin
‖w‖2 − l2

u − l2
f

2lul f
. (12)

For the given elbow flexion/extension ϑ4 we assume the initial position of the wrist
exactly below the shoulder joint, w0 = [

0 0 −‖w‖]T , as in Figure 3a, and the normal
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Figure 3 Graphical
representation of the shoulder
joint rotation sequence from
an initial posture (a), through
an intermediate posture (b), to
the actual arm posture (c).

vector nsew parallel to the xs axis. Next we perform a rotation in terms of Euler angles
� = [

ϕ1 ϕ2 ϕ3
]T , to place the wrist in a position where shoulder angles are ϑ1 = ϑ2 =

ϑ3 = 0 (see Figure 3b) and

w′
0 =

[
w′

0x
w′

0y
w′

0z

]T = [
l f cos ϑ4 0 −lu − l f sin ϑ4

]T
. (13)

The new wrist position is obtained using the following rotations

ϕ1 = π

2

ϕ2 = − arccos
−w′

0z

‖w‖
ϕ3 = 0.

(14)

The upper arm segment is now parallel to the zs axis and the normal vector nsew

parallel to the ys axis. Using the operator (11) we define the quaternion for the above
rotation as

Qt = T (�). (15)

The final wrist position w = [
wx wy wz

]T in Figure 3c can be obtained if actual

shoulder angles �s = [
ϑ1 ϑ2 ϑ3

]T are considered. The rotation can be written in
terms of a quaternion as

Qs = T (�s). (16)
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The actual wrist position w can be obtained as a sequence of two rotations starting
from w0 as

w = Qs ⊗ Qt ⊗ w0 ⊗ Q∗
t ⊗ Q∗

s . (17)

2.5 Estimation Process

We define a vector of available measurements including acceleration data and wrist
position as

y = [
gT wT

]T (18)

and the vector of measurement estimates as

ŷ = [
ĝT ŵT

]T
, (19)

with

ĝ = Q̂∗
s g0 Q̂s (20)

ŵ = Q̂s ⊗ Qt ⊗ w0 ⊗ Q∗
t ⊗ Q̂∗

s ,

where Q̂s is an estimate of the true attitude quaternion Qs and g0 = [
0 0 −g

]T .
The error between the actual measurement and its estimate is the input signal to

the estimation of the new upper arm attitude quaternion. Therefore, we define the
estimation error vector as

ϒ = y − ŷ. (21)

We begin the estimation process with an initial estimate Q̂s and use the estimation
error vector to calculate the next estimate Q̂s+ . The small rotation from the current
estimated attitude Q̂s to the next estimated attitude Q̂s+ is defined as an error
quaternion Qv as in Eq. 10. The error quaternion is small but non-zero, due to
errors in the various sensors. The relationship is expressed in terms of quaternion
multiplication as in [13]

Q̂s+ = Q̂s ⊗ [
1 vT

] = Q̂s ⊗ Qv. (22)

The goal of the estimation process is the minimization of the error vector,
therefore we define the cost function as

min f (v) = 1
2
ϒTϒ. (23)

The Gauss–Newton method may be utilized to minimize the cost function with
respect to the variable v [12, 13]. We define a Jacobian that relates the estimation
error vector to the error quaternion as

ϒ = −J(v)v. (24)

The updated error quaternion is then given by

Qv = [
1 −((J(v)TJ(v))−1J(v)Tϒ)T

]
, (25)
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where (J(v)TJ(v))−1J(v)T is the Jacobian pseudoinverse. We can now rewrite Eq. 22
as

Q̂s+ = Q̂s ⊗ [
1 −((J(v)TJ(v))−1J(v)Tϒ)T

]
. (26)

In order to compute the Jacobian matrix we use the definition of the vector of
measurement estimates (19)

ŷ(Q̂s+) =
[

Q̂∗
s+ g0 Q̂s+

Q̂s+ ⊗ Qt ⊗ w0 ⊗ Q∗
t ⊗ Q̂∗

s+

]
. (27)

Taking into consideration Eqs. 20 and 22, Eq. 27 can be rewritten as

ŷ(Q̂s+) =
[

(Q̂s ⊗ Qv)
∗g0(Q̂s ⊗ Qv)

(Q̂s ⊗ Qv) ⊗ Qt ⊗ w0 ⊗ Q∗
t ⊗ (Q̂s ⊗ Qv)

∗

]

=
[

Q∗
v ⊗ ĝ ⊗ Qv

(Q̂s ⊗ Qv ⊗ Q̂∗
s ) ⊗ ŵ ⊗ (Q̂s ⊗ Q̂∗

v ⊗ Q∗
s )

]
.

(28)

Equation 28 expressed in terms of rotation matrices (9)

ŷ(Q̂s+) = ŷ(v) =
[

M(Qv)ĝ
M(Q̂s)

TM(Qv)
TM(Q̂s)ŵ

]
(29)

can be used for the Jacobian matrix synthesis

J(v) = −∂ ŷ(v)

∂v
= −

[
∂ ŷ(v)

∂v1

∂ ŷ(v)

∂v2

∂ ŷ(v)

∂v3

]

= − [
j1(v) j2(v) j3(v)

]
.

(30)

By evaluating Eq. 30 at v = 0, the column ji(v) of the Jacobian matrix J(v) can be
expressed as

ji(v)|v=0 =

⎡
⎢⎢⎣

∂M(Qv)

∂vi
|v=0ĝ

M(Q̂s)
T ∂M(Qv)

T

∂vi
|v=0M(Q̂s)ŵ

⎤
⎥⎥⎦ . (31)

It should be noted that the partial derivative ∂M(Qv)

∂vi
|v=0 is a simple constant matrix;

for example

∂M(Qv)

∂v1
|v=0 =

⎡
⎣

0 0 0
0 0 2
0 −2 0

⎤
⎦ . (32)

2.6 Kalman Filter Formulation

Let the following equation describe a single axis gyroscope model

ξ = ω + b + nw, (33)
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where ω is the actual angular rate, b is a bias signal and nw is the sensor noise. We
define a system state vector as

x =
⎡
⎣

�

b
Qs

⎤
⎦ , (34)

where � = [
ωx ωy ωz

]T and b = [
bx by bz

]T . The derivatives of the state vector x are
as follows:

�̇ = 1
τ

(� + nw), (35)

where τ is a time constant and nw = [
nwx nwy nwz

]T ,

ḃ = 03×1, (36)

since we expect gyroscope bias to be only slowly varying and the angular rate � and
the quaternion derivative Q̇s are related by the identity [21]

Q̇s = 1
2
� ⊗ Qs. (37)

The quaternion Qs may be treated as a measurement available to the Kalman filter.
Combined with the angular rate measurements,  = [

ξx ξy ξz
]T , the Kalman filter

has a total of seven measurements. Let z = [
T Qs

]T denote the measurement
vector. The measurement equation for the Kalman filter is given by

z = Gx + nv, (38)

with the noise nv and the measurement matrix

G =
[

I3×3 I3×3 03×4

04×3 04×3 I4×4

]
, (39)

where I and 0 are unit and zero matrices respectively.

Figure 4 Estimation of the upper arm attitude quaternion Qs.
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A block scheme of the complete estimation process is shown in Figure 4.

2.7 Representation of Arm Posture

The arm posture is represented with three quaternions describing the orientation of
the upper arm, the forearm and the hand. The quaternion Qs (shoulder rotations)
is a direct output of the estimation process presented in Sections 2.5 and 2.6. The
quaternion Qe (elbow rotation) describing the orientation of the forearm relative to
the upper arm can be computed from Euler angles describing the elbow rotation as

Qe = T
([

π
2 ϑ4 −π

2

]T
)

. (40)

The hand posture expressed in the base coordinate frame can be determined from
the robot kinematic data and its orientation written in a quaternion form as QH . The
orientation of the hand relative to the forearm can then be computed as

Qw = T
([

ϑ5 ϑ6 ϑ7
]T

)
= (Qs ⊗ Qe)

−1 ⊗ QH. (41)

3 Experimental Setup

The performance of the system utilizing derived calculation approach was evaluated
in a simulation based study and on healthy volunteers. For the simulation based
study accelerations and angular rates of the upper arm were calculated from the
arm motion. Noisy accelerometer and gyroscope sensor models were applied. Sensor
outputs are shown in Figures 5 and 6. Gyroscope signals were corrupted with a
bias signal and a uniformly distributed random signal, while accelerometers were
distorted only with uniformly distributed random signal. No bias signal was added
since accelerometers can easily be calibrated with respect to the Earth gravity
field [18]. Wrist position and orientation were supposed to be measured accurately.
Therefore, no additional noise was applied.

The inertial measurement system used in experiments consisted of two-
axis accelerometers ADXL203 (Analog Device, Inc.) and single-axis gyroscopes
ADXRS150 (Analog Device, Inc.). The system was attached on the subject’s upper

Figure 5 Experimental setup–
robot Staubli RX90B with JR3
force sensor, inertial system
attached to the upper arm, and
OPTOTRAK infrared
markers on the arm, hand, and
robot handle.
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Figure 6 Simulation based
study – available
measurement: angular rate, ,
acceleration, g, and wrist
position, w (gray – measured,
black – actual).

arm using an elastic band. An industrial type robot Staubli RX90B (Staubli Faverges
SCA) with a custom designed open architecture controller was used in the evaluation
procedure. The robot was programmed to behave like a haptic device and to generate
resistance to subject’s voluntary arm movements based on a predefined virtual
environment. A six axis force/torque sensor (JR3 Inc.) was used for measuring
interaction forces between the human and the robot. An admittance type controller
running on RTLinux operating system with 4 kHz sampling frequency enabled
implementation of a simple virtual environment consisting of an empty box-shaped
space with stiff virtual walls. In this way was the subject allowed to move the robot
with minimal arm force within the box, while stiff walls prevented the movement
outside of the confined space. All signals were sampled at 1 kHz frequency.

Independently were the position and the orientation of the arm and hand mea-
sured using the contactless position acquisition system OPTOTRAK (Northern
Digital Inc.) with infrared markers that were placed on the shoulder, elbow, and wrist
joints as well as on the first joint of the index and the ring fingers. The accuracy of
the acquired marker position in space is within ±0.5 mm. However, the geometry of
arm joints, complex shape of arm segments and movement of soft tissue that includes
muscles and skin reduce the measuring accuracy of arm joint angles to a degree level.

4 Results

Figure 7 presents the results of the simulation based study, namely the elements of
the estimated system state vector x. It can be observed that after approximately
one second the system states are accurately traced. During the first second the
estimation errors can mostly be attributed to poor gyroscope bias estimates, b,
which start with the zero initial guess value and have a relatively long setting time
(36). Gyroscope bias signal can in general be arbitrarily high and will be accurately
estimated. The simulated results show that the estimation process eliminates slowly
varying bias component from the gyroscope signal as well as high frequency noise
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Figure 7 Simulation based
study – elements of system
state vector: angular rate, �,
gyroscope bias, b, and attitude
quaternion, Qs (gray –
estimated, black – actual).

present in accelerometers and gyroscopes. The estimated quaternion Qs is smooth
and accurate.

Experimental results from a measurement session with a healthy subject are
presented in Figures 8 and 9. Figure 8 shows the measured upper arm angular
velocity vector, , the upper arm acceleration vector, g, and the wrist position
vector, w. The average root-mean-square (rms) noise of the measured acceleration
was 0.5 · 10−3 m/s2 and the average rms noise of the measured angular velocity
was 0.15 · 10−3 rad/s. However, large acceleration and angular velocity spikes were
observed at time instances when the virtual wall was hit (see Figure 8). At the same
time gyroscope signals contained bias components in the range between −0.03 and
0.02 rad/s. The wrist position, which was measured using the robot joint sensors was
found very accurate and contained negligible noise.

Figure 8 Available
measurement: angular rate, ,
acceleration, g, and wrist
position, w (gray – estimated,
black – from optical
measurement system).
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Figure 9 Attitude quaternions
for shoulder, Qs, elbow, Qe,
and wrist, Qw (gray –
estimated, black – from optical
measurement system).

Figure 9 shows the estimated attitude quaternions describing the orientation of
the upper arm, forearm and the hand. Despite the noisy signals generated by the
gyroscopes and accelerometers, the estimated quaternions are practically noiseless
(noise rms bellow 10−5). Neither sensor noise nor spikes resulting from the collisions
with the virtual walls do not affect the estimation process. The difference between
the arm posture estimated from the optical measurement system and the posture
estimated using the inertial system was found within the accuracy limits of the optical
measurement system for all feasible robot and human arm postures.

A detailed analysis indicates that the estimation process is robust to sensor noise
present in the accelerometers and gyroscopes. Gyroscope bias signal estimation error
was bellow 0.5 · 10−3 rad/s. On the other hand, the system performance is sensitive
to the wrist position measurements, because there is no redundancy in the data.
However, since the robot end-effector position is usually accurately measured, this is
not a problematic issue.

5 Summary and Conclusions

The paper depicts a technique for computation of the inverse kinematic model of the
human arm using a quaternion description. The approach is based on measurements
of the hand position and orientation as well as acceleration and angular rate of the
upper arm segment. The algorithm is simple and numerically robust. It generates
accurate estimates of human arm posture, regardless of the noise present in the
sensors. Results can be applied in robot trajectory planning for rehabilitation pur-
poses, for evaluation of movement capabilities of patients with movement disorders
and in control algorithms for artificial activation of upper extremity muscles using
functional electrical stimulation or exoskeleton devices.

One of the limiting factor in the implementation of the inverse kinematics
algorithm is the required fixation of the shoulder joint. However, having in mind that
the subject is usually sited during upper extremity rehabilitation, the fixation of the
shoulder joint can simply be accomplished by using belts that are attached to the back
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of the chair. The correctness of the supposition was also validated experimentally.
Namely, the accuracy of measurements presented in Section 4 was achieved with the
subject sitting on a chair without a backrest and without any other shoulder fixation.
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